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Executive summary

This paper provides information about how to set up the Dell DR Series system as a backup target for
Veeam® Backup & Replication™ software.

For additional information, see the DR Series system documentation and other data management
application best practices whitepapers for your specific DR Series system at:

http://www.dell.com/powervaultmanuals

Note: The DR Series system and Veeam screenshots used in this document may vary slightly, depending
on the DR Series system firmware version and Veeam version you are using.
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Installing and configuring the DR Series system

1. Rack and cable the DR Series system, and power it on.

In the Dell DR Series Systerm Administrator Guide, refer to the sections, “iIDRAC Connection”, “Logging in
and Initializing the DR Series System”, and "Accessing IDRAC6/Idrac7 Using RACADM" for information
about using iDRAC connection and initializing the appliance.

2. Logon to iDRAC using the default address 192.168.0.120, or the IP address that is assigned to the
iDRAC interface. Use the user name and password of “root/calvin” and then launch the virtual
console.

System Summary - o 2

ceooeeef §
:

3. When the virtual console is open, log on to the system as the user administrator with the
password StOr@ge! (The "0" in the password is the numeral zero).

4. Set the user-defined networking preferences as needed.
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you like to use DHCP (yessno)d

subnet mask

ult gateway address:

S Suffix

primary DHNS

ould you like to define a secondary DNS

’lease enter s mdary DNS

atic IP Addre

IP Address 18.86. 188

Metwork Mask

Default Gateway 18.18 .66.126
DN uffix idmdemo . local
Primary DNS . 16.18.686. 181
Secondary DNS . 143.166.216

Host Hame DR4888-5

Are the above settings correct (yessno)d
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6. Logon to the DR Series System administrator console, using the IP address you just provided for
the DR Series System, with the username administrator and password StOr@ge! (The "0" in the

password is the numeral zero.).

Enter User Defined IP Address

DR4000
DR4000-DKCVES1

Login
Ploase onler your pasawornd:

Usermama: administrator

Log in

7. Join the DR into Active Directory domain.

Note: if you do not want to add the DR Series System to Active Directory, see the DR Series System
Owner’s Manualfor guest logon instructions.

a. Under System Configuration in the left navigation area, click Active Directory.
b. Enter your Active Directory credentials.

D&AL DRrai00 I Help
Acilve Directon sin
B Global View
B - Dashboard

Al Settings

The Active Directory settings have not been configured. Click on the "Join’ link to configure them,

CIFS Share
|
Storage | Active Directory Configuration
s .
cnedule_:. . Note: By joining the Active Directory, you will lose the current URL and session connectivity to the
S slem Conhousnn system. The browser will re-direct to a new URL and you will need o log back into the system again.

Network = fields are required.
Domain Name (FQDNJ | |

Username*
Ema
Admin ¢
P:

Password*: |
Crg Unit: |
y Host
Date and Time
Support

Cancel Join Domain

Copyright ® 2011 - 2015 Dell Inc. Al rights reserved.

8. To create and mount the container, in the left navigation area, click Containers and then click the
Create link at the top of the page.
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ML DR4100 administrator (Log out) | Help
o

SWEYS-. testad.ocarinalc v

B Global View
Dashboard

Containers

= Storage Number of Containers: 3 Container Path: /containers
~Containers Containers Files Marker Type Access Protocol Enabled Replication Select
Replicatan backup 19 Auta NFS, CIFS Not Canfigured
Encryption
Clients test1 0 MNone CIFS Not Configured
tsmsmall 31 Auto WTLISCSI Not Configured
Schedules

System Configuration
Support

Copyright 2011 - 2015 Dell Inc. All rights reserved.

9. Enter a Container Name, and click Next.
Container Wizard - Create New Container

*= raquired figlds
Container Name

Ml 33 characters, including ondy lettars, numbars, hyphen, and

Container Name™ | sample

Wilual Tape Library (WTL)

Cancel Mext >
10. Select the storage access protocol, and click Next.
Container Wizard - Create New Container
Select Access Prolocols sy :
Storage Access Protocol Dell Rapid Data Storage (RO'S) 7 Container Name and Type
Symantec OpenStarage (0ST) '
0 NAS (NFS, CIFS)
< Back Cancel MNext >

11. Select the access protocols as needed (CIFS, NFS), set the marker type as Auto, and then click
Next.
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Container Wizard - Create New Container
= required fields
Configure NAS Access

Enable Access Protocols © ENFS (Use NFS to backup UNDX or LINUX chents) Container Name and Type
sample

IFS {Use CIFS o backup MS Windows chents) Access Protocols
NAS {NFS, CIFS)
Marker Type’: None 2
Auto
Networker
Unix Dump
BridgeHead

Time Navigator

< Back Cancel MNext >

12. For NFS, set the preferred client access credentials, and click Next.

[ Container Wizard - Create New Container

* = raquired fields
Configure NFS Access

NFS Cptions " e Read Write Access [ insecure Container Name and Type
sample
'~/ Read Only Access

Access Protocols

Map rootto : NAS (NFS, CIFS)

Auto

Client Access OOpen[allowallchents)
') Create Client Access List

ClientFQDNor P | [ Add ]

allow access client(s) a || Remove

< Back Cancel Next >

13. For CIFS, set the preferred client access credentials, and then click Next.

Container Wizard - Create New Container
. * = required fields
Configure CIFS Client Access

ClientAccess:  [®] Open (allow all clients) Container Name and Type
sample

') Create Client Access List Access Protocols

ClientFGDNor 1P | | Add ] NAS (NFS, CIFS)
allow access client(s) || Remove Auto
NFS Access
Read Write Access
. secure

Cpen (allow all clients)

< Back Cancel Next >

15. Check the configuration summary, and then click Create a New Container.
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Container Wizard - Create New Container |

_ . * = required fields
Configuration Summary

Container Name and Type MNFS Access
Container Name: sample Access Option: Read V
Insecura: No
Cpen (allow all clients):

Access Protocols

Access Protocal: b JFS
Marker Type: Auto CIFS Access

Open (allow all clients):

< Back Cancel Create a New Container

16. Confirm that the container is successfully added.

ML DR4100 administrator (Log out) | Help

swsys-241 testad ocarina.le »

- Containers Create |

Global View

Dashboard

Storage | Message

: LContainers + Successfully added container "sample™.

Replication T + Successfully added NFS connection for container "sample”.

Encryption u + Successfully added CIFS connection for container "sample”.

Clients + Successfully enabled container "sample” with the following marker(s) "Auto".

Schedules

System Configuration Number of Containers: 4 Container Path: /containers

Support Containers Files Marker Type Access Protocol Enabled Replication Select
backup 19 Auto NFS, CIFS Not Configured

| sample 1] Auto NFS, CIFS Not Configured | |

testt o Mane CIFs Mot Configured
tsmsmall AN Auto WTL iSCSI Not Configured

Copyright ® 2011 - 2015 Dell Inc. All rights reserved.
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11

2

Configuring the backup proxy

1. Log on to the backup proxy server by clicking Start > My Computer.
2. Click Map network drive.

r.'g Computer =] Eq
‘CK) h-;_l ~ Computer = - m ISEarch
File  Edit View Tools Help
Organize = == Wiews ~ (B System properties Uninstall or change a progral 8| Open Control Panel
Faworite Links Mame |-| Type = |v Tatal Size ~| Ftee Space |-|
Hard Disk Drives {2}
E Documents
E Pictures &OS [{af}] Local D!sk 221 GB g1.0GB
@ Music —aRECOVERY (Dn) Local Disk 10,2 GE 4,37 GB
Mare  » Devices with Removable Storage (2)
Folders v %:"DVDICD—RW Drive (E:) €D Drive
BD-ROM Drive (G:) 5., CD Drive 3,61 GB 0bytes
B Desktop (&) ¥
H; Administratar
| Public
1M Computer
&, osic)

s PECOVERY (D)
45 DVDICD-RYY Drive [
15 BO-ROM Drive (G2) :

2 Network

@ Cantral Fanel

& Recycle Bin

.. DLlogs
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3. Inthe Folder field, enter the DR container share’s UNC path, then do the following steps:
a. Select the Reconnect at logon checkbox.
b. When prompted, enter the DR CIFS access credentials.
c. Verify that the DR container share is mapped as a network drive.

"% Map Network Drive X

"
l\ jJ Q_JJ Map Network Drive

What network folder would you like to map?

Specify the drive letter for the connection and the folder that you want to connect to:

Dirive: IY: j
Folder: [ 1110.250.208. 1505 arnple] =] Browse.. |

Ezample: Yyserverishare

[~ Reconnect at logon
[~ Connect using different credentials

Connect to a Web site that wou can use to store wour docurments and pictures,

Finish I Cancel
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3 Setting up Veeam

3.1 Backing up in Windows environments

1. Open the Veeam Backup & Replication console.
2. In the Backup Infrastructure section, right-click Backup Repositories, and select Add Backup
Repository.

Manage Resositary Todls |
Backup Infrastructure |q}r,...,.m...,.,m..=-vmmr L
2 Backup Proses e Trpe ot

Path Free
ars \jex-ahS616001|Bacupst|Srateqi i V...  330.268 ‘Crested by SSAick-vanover ot 10/
Unax SSA-SIESOOLSS...  jddjesrOlbacpibacup/Suategy/SaffRick va... 22T ‘Created by S5l vanover at 10)

7y Backup & Repheation
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3. Enter a name for the DR container repository and click Next.

=+ Name
g Type in a name and description for this backup repozitany.

Type
Description:
Created by TESTAD administrator at 4/27/2015 17:09 PM.

Server

Fiepositary

wPower NFS
Review

Apply

| < Previous || Mest > || Einizh || Cancel |

4. Select Shared folder as the type of backup repository, and click Next.

+ Type
a Choosze type of backup repagitory you want to create,

Mame ) Microzoft Windows server [recommended]

Microzoft Windows server with internal or directly attached storage. Data mover process running
directly on the server allows for improved backup sfficiency, especially over glow links.

5
S Linux server [recommended])

Linwe server with intermal, directly attached, or mounted NFS storage. Data mover process running

Fepozitany L 1= A "
directly on the server allows for more efficient backups, especially over slow linkz.

wPower MFS
Shared folder

Review CIFS [SME] share. When backing up over slow links, we recommend that you specify a gateway
server located in the same site with the shared folder.
Apply

) Deduplicating storage appliance

Advanced integration with EMC D ata Diomain, Exalnd and HP Store0nce. For basic integration,
uze the Shared folder aption above.

< Previous | | Mext > | | Firish | | Cancel
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5. In the Shared folder field, enter the DR container share UNC path (or TCP/IP address to replace
hostname), select the Gateway Server, and click Next.

write data to thiz share.

L Share
g Type in UMC path ta share [mapped drives are not supported), specify share access credentials and how backup jobs should

M ame:

Type

R epositary
wPower NFS
Review

Apply

Shared folder:
[+410.250.241. 80 samplet || Browse.. |

[¥] This share requires access credentials:

E_d,;\_\ Credentials: |ﬂ administrator (administrator, last edited: 4/27/2 v| Add...

Manage accounts

Gateway server.
® Automatic selection

(2 The following server:

|This sEMVEl

Usze this option to improve performance and reliability of backup to a NAS located in a
remate site.

| < Previous | | Next > | | Finish | | Cancel

6. To customize the repository settings, click Advanced.

+ Repository
a Tupe in path ta the folder where backup files should be stored, and set repositany load control optionz.

Mame

Type

Share

wPower HFS
Rewiew

Apply

Location

|
Capaciy:  15.8 TB

Free space: 156 TB

Load control
Running too many concurent jobs against the same repository reduces overall performance, and
may cause storage | /0 operations ta imeout. Cantrol repositary saturation with the following

[ Limit masimum concument basks o

[ Limit combined data rate to:

Click Advanced to customize repository settings

< Previous || Mext » || Finizh || Cancel |
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7. Select the option, Decompress backup data blocks before storing.

Note: Deselecting the Decompress backup data blocks before storing option can increase your overall
deduplication storage capacity usage. It is not recommended to switch these settings after the data has

been written to the DR.

New Backup Repository |L|

r_ + Repository
ti Type in path ta the folder where backup files should be stared, and set repasitory load contral options.
[}

TR

)
Storage Compatibility Settings .

Mame
T ["] Align backup file data blocks

Allows ta achieve better deduplication ratio on basic deduplicating storage
Share which leverages constant block size deduplication algonithm. Increases

the backup size when backing up to raw disk storage.
Fiepositary Decompress backup data blocks before storing

Wh data is compressed by backup proxy according to the backup job
wPower MFS compression settings to minimize LAN traffic. Uncompreszing the data
before storing allows for achieving better deduplication ratios on most

deduplicating storage appliances at the cost of backup performance. prall performance, and

By ith the following
["] Thig repository is backed by rotated hard drives

Apply Backup jobz painting ta this repozitory will tolerate the disappearance of
previous backup files by creating new full backup, clean up backup files
no longer under retention on the newly inserted hard drives, and track
backup repositary location acrozs unintended drive letter changes.

Click Adwvanced to customize repository settings Advanced...

< Presvious | | Mext »

8. De-select the option, Aligning backup file data blocks. De-selecting this option is recommended
since the DR Series system uses variable block deduplication.

9. Click Next.
85 1035013472 - Rerete Desitop Cosrction H i)
5 Tty T Vewam Backup & Replizaion -al a-

B o
[ Marsing spines 1]

T Backoen & teplecation

£ Backen tnbrastrectre: M
] rtual Mty i
]| S st Beea | [ B Corcel

(i Tape Mrastrutioe

5 Haes
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10. On the review page, verify the settings, and click Next to apply changes.

=+ Review
a Please review the settings, and click Mest to continue.

Mame Backup repositary properties:
Fepository type: CIFS
Type
Mount host: This server
Share Account: administrator
Repositary Backup folder: %410.250.241_80\samplel
“write throughput: Not limited
wPower NFS B
taw parallel tasks: 4
- The following components will be proceszed on server This server
pply
Installer already exists
wPower NFS already exists

[ Impart existing backups automatically

[ Import quest file system index

< Previous H Mext > || FEinizh || Cancel

11. Click Finish.

< Apply
a Fleaze wait whie backup repository iz created and saved in configuration. This may take a few minutes...

Mame Log:
Meszage Duration
e & Registering client SEKHARN-2012-01 for package vPower MFS

o Dizcovering inztalled packages

Share OAII required packages have been successfully installed
Repasitary & Detecting server configuration
o Feconfiguring vPower MFS service
wPower MFS o Creating configuration database records for instaled packages
o Creating database records for repozitory
Review

o Backup repository has been added successfully

< Previous || Mext > || FEinish || Cancel
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3.2 Backing up in Unix/Linux environments

Note: Before performing this procedure, make sure that you can mount/verify the NFS share from the

UNIX/Linux client system.

1. Open the Veeam Backup and Replication Console, and select Backup Infrastructure > Add

Repository.

) Repository Tools

E=BRA Home | Backup Repository

S 5 X E&2

Yeeam Backup & Replication

-
Add
Repository
Manage Repository Tools New Backup Repository -
Backup Infrastructure ] Name
B Backup Frosies .:i Type in & name and description for this backup repository
| Backup Fieposiories L
&9 Wil Accelerators
€3 Service povidsrs Name Name:
4 it SureBackup NFS_Repository
& Application Groups Type
Vitual Labs . Dezenplion)
oy Managed servers Created by TESTAD administrator at 5/6/2015 3:30 AM.
b (B VMware vSphere Fepasitory
37 Microsoft Windows
2 L vPawer NFS
[F4 Missing updates (1) Review
Apply
Ei Backup & Replication
(ﬂl Backup Infrastructure
virtual Machines
Net > Cancel
(g Storage Infrastructure

{2y Tape Infrastructure

[ Files

2. Enter a repository name, and click Next.
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3. For type, select Linux server.

MNew Backup Repository -

o= Type

:i Choose type of backup repositorny you want to create.
i

M ame ) Microsoft Windows server [recommended)

Microsoft \Windows server with internal or directly attached storage. Data mover process running
Type directly on the server allows for improved backup efficiency, ezpecially over slow links.
Server =

® Linux server [recommended]

Linus server with internal, directly attached, or mounted MFS storage. D ata mover process nning

R epozitory
directly on the server allows for more efficient backups, especially over slow links.

wPower NFS
() Shared folder

Rieview CIFS [SME] share. When backing up over slow links, we recommend that you specify & gateway
server located in the same gite with the shared folder.
Apply

) Deduplicating storage appliance

Advanced integration with EMC D ata Domain, ExaGrid and HP Store0nce. For basic integration,
uze the Shared folder option above.

Cancel

£ Previous || Mest »

4. Add a New Repository Server, and click Next. (Click Add New and enter the credentials of the
Linux host on which the DR container is mounted. Click Populate to view all of the mount points.)

19

New Backup Repository
o + Server
i
p:i Choose server backing your repository. “'ou can select server from the list of managed servers added to the console.
P
Warme: Bepositary server:
T | 10.280.224.133 [Created by TESTADNadministrator at 574/2015 1:01:12 AM.) W | | Add Mew... |
¥pe
5 Path - Capacity Free Populate
BIEl ® / [/ dev/mapper/thel7-vg-root) 445 GR 396 GR
Blzzashiep @ /boot [/devizdal) 496.7 MB 378.5MB
& /dev (devitmpls) 28GE JE8GE
wPower MFS & /dev/shm [tmpfz] 38GE 38GE
® /mintSves [swaps-33 Acontainers/test_ves) 15.8TE 156 TE
Revigw @ /mntivee_cifs Mawsys-33 testadboifs_wee) 15.8TE 156 TE
Aol AmntAveean [fdev/loopl) 8304 MB 0O0KE
D & Jiun ftmpfs) 38GE 38GE
@ /zpsfadegroup (tpfs) 38GE 38GE
< Previous | | Mext >

5. Select the path and click Next.
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+ Repository
g Type in path to the folder where backup files should be stored, and set repository load contral options.

MHame Location
Path to folder:
|Pmnt;"vee£backups || Browse. . |

Sar g Capacity: Populate

Free space:

Type

wFower MFS Load contral

Runhing too many concument jobs against the same repogiton reduces overall performance, and

Review may cause storage 10 operations to timeout. Conbrol repositary saturation with the: follawing

Apply [#] Limit maximum concurment tasks to:

[] Limit combined data rate to:

Click. Adwvanced to customize repositony settings

| < Previous || Mext = || Finizh || Cancel |

6. Select Enable vPower NFS server and then click Next.

+ vPower NF5
Specify vPower MFS zettings. vPower NFS enables running virtual machines directly from backup files, allowing for advanced
functionality such as Instant ¥M Recovery, Swellackup, on-demand sandbox, U-81R and muli-05 file level restore.

Mame wPower MFS
Type [w] Enable wPower NFS server [recommended)
| This server v |
Server
. Specify wPower NFS oot folder. Wite cache will be stored in this folder. Make sure the
Repogitany

zelected wolume has at least 10GE of free disk space available.

_ Folder: | | Frogramiaral esam | Sack up | el afasfore || Browse...

Review

Apply

Click Manage to change vPower MFS management part
Click Parts to change wFower MFS zervice ports

| < Previous || Mest > || Firizh || Cancel |

7. Confirm the settings, and then click Next.
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-+ Review
g Please review the settings, and click Next to continue.

Mame Backup repository properties:
Repositon type: Linux

Type
Maunt host: This server

SR Account: root
Repaoszitary Backup folder: /mnt/veelbackups
Power NFS “wirite: throughput: Mot limited

Max parallel tasks: 4

The following components will be processed on server This server
Installer already exists

wPower NFS already exists

] Impart existing backups automatically

[ Impart quest file system index

| < Previous || Mext » || Finizh || Cancel

8. Click Finish to create the repository.

4 Apply
g Flease wait while backup repository is created and saved in configuration. This may take a few minutes. ..

MHame Log:

Meszage Diuration
Type & Registering client SEKHARN-2012-01 for package +Power MFS

0 Discovering inztalled packages

OAII required packages have been successfully installed

Flepasitary & Detecting server configuration

& Reconfiguting vPawer MFS service

wPower NFS & Creating configuration database records for installed packages

Server

0 Creating database records for repositony

Review 0 Backup repositary has been added successfully

< Previous | | Mest » | | Finizh | | Cancel
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3.3 Starting backup jobs

1. On the Backup & Replication menu, go to Jobs > Backup, and right-click Backup to create a new

backup job.

VYirtual Machines
Storage
Guest Processing
Schedule

Summary

Name
% Type in a name and description for thiz backup job.

Description:

Created by TESTAD adminiztrator at 4/27/2015 171:36 PM.

| < Previous || Mest » ||

FEinizsh

|| Cancel |

2. Select one or more virtual machines, data stores, resource pools, vApps, SCVMM clusters, etc. for

backup.

¥irtual Machines
Select virtual machines to process via container, or granularly. Container provides dynamic selection that automatically changes
az you add new WM into container.

Mame

Storage
Guest Proceszing
Schedule

Summary

Wirtual machines to backup:

Marme Tupe
10.250.241.142 wCenter Server

Add..

Bemave

Excluzions...

+ Up
¥ Down

Fecalculate

< Previous | | Mest > | |

Finish

Cancel
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3. Select the DR container share as the Backup Repository for this job, and click Advanced.
Mew Backup Job -

Storage
p Specify processing prosy server to be uzed for source data retriewal, backup repogitory to gtore the backup files produced by this
L job and customize advanced job settings if required.

Mame Backup prowg:

|Aut0matic zelection | | LChoosze. ..
“Wirtual M achines

Backup repositary:

Storage
| CIFS-DR4000-Deduplication [Created by SSANnck. vanover at 10/29/2012 2241:1 » |

Bt Rmeseliy 3275GB free of 16 TB Map backup
Schedule
Fietention policy
Sumnmary 5 : 7 (]
Festore pointz to keep on disk: 14 = i
Advanced job settings include backup mode, compreszion and deduplication,
block. size, notification settings, automated post-job activity and other options. W oovance

s e

4. On the Backup tab, make sure Incremental is selected.

Note: Dell recommends not to use Reversed incremental as this might have negative impact on backup
performance and savings.

Advanced Settings . \il

Storage
% Specify pr i Backup ‘ Storage | Notifications | wSphere | Storage Integration I Advanced | lup files producad by this
jobr atd oy

Backup mode
() Reverse incremental [slower]

Increments are injected inta the full backup file, so that the latest
backup file is always a full backup of the most recent Wk state

Name

irtual M achines

@ Incremental [recommended]

Storage Increments are saved into new files dependent on previous fles in the :I
chain. Best for backup targets with poor random 1/0 performance. hd
Guest Processing . Lo
[[] Create gpnthetic: full backups periodically Diays kup
Schedule
Transform previous backup chaing inta rollbacks
Summary

Active full backup

[[] Create active full backups periodically Best practices
= being off-site.
Moanthly an: | First handay onths...
Wieekly on selected daps: Days...

oF  Advanced
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5. On the Storage tab, do the following:

Under Deduplication, select Enable inline data deduplication.
b. Under Compression, set the Level to None.

Under Storage optimizations, set Optimize for to Local target.

a.

C.

Storage
Specify pr
job and cul

Mame

Wirtual Machines
Storage

Guest Proceszing
Schedule

Summary

Advanced Settings -

Backup | Storage | Matifications | vSphere | Starage Integration | Advanced

Data reduction
Enable inline data deduplication [recommended)
Euclude swap file blocks from processing [recommended)

Compreszion level:

|N0ne vl

Dizabling compreszion reduces performance due to increased amount of
data that must be transferred to the target storage.

Storage optimization:

| Local target W |

Best performance at the cost of lower deduplication ratio and larger
incremental backups. Recommended for SAM, DAS or local target.

Encryption
[] Enable backup file encryption

Add...
@ Manage pazzwonds
Save Az Default [].4 | | Cancel

Note: For Advanced Settings, between backup performance and deduplication savings, if overall
space/storage savings is the focus, it is recommended to choose the options for all of the backup jobs.

For Veeam deduplication: Normally, Dell recommends turning off encryption, compression, and
deduplication in most backup software. However, with Veeam, Dell recommends enabling deduplication.
This is because Veeam runs deduplication for data block sizes 1MB or above, and deduplication of these
large block sizes does not heavily impact DR Series duplication results. In addition, this reduces network
bandwidth utilization when Veeam sends data to the DR Series system, so it benefits the backup practice

overall.

6. Click Next.
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7. Schedule the backup and click Create.

Schedule
%l Specify the job scheduling options. If you do not et the schedule, the job will need to be controlled manually.

Mame [ Bun the job automatically
(®) Daily at this time: |1D:DEI Fhd E| |Ever_l,lday v| | [raps.. |

Wirtual Machines

O Monthly at this time: |1U:DEI Pt E| |F0urth v| |Satulday v| | Manths... |

Storage

O Perindically every: |‘I v| |H0urs v| | Schedule... |

Guest Proceszing

O After this job: | weife1 [Created by TESTAD administrator at 2/17/2015 4:05 AM.] |

Surnrmary Automatic retry

Fietry failed Wiz processing: n times
Wait before each retry attempt for: a minutes

Backup window

[] Teminate job if it exceeds alowed backup window

If the job does not complete within allocated backup window, it will be
terminated to prevent shapshot commit during production hours,

< Previous || Lreate || FEinizh || Cancel |

8. Click Finish.
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Summary
%l The job’z settings have been zaved successfully. Click Finish to exit the wizard,

Mame Summary:
. . Mame: Backup Job 5
Wirtual Machines Target Path: 10,250,208 344wcifs4
Type: Yidware Backup
Storage Source items:

T0.250.241.142 [10.250.241.142)

Guest Processing Command line: ""C:\Pragram Files\Weeam'B ackup and ReplicationBackup

e “Weeam. Backup Manager exe" backup 70eBeclc-94df-4d8b-807f-27 afaelB5eed
cheduls

"] Fiun the job when | click Finish

< Previous | ‘ Mext > | | Finizh | | Cancel
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Setting up DR Series native replication and restore from a
replication target container

Building replication relationship between DR Series systems

1. Create a target container on the target DR Series system.

WLL DR4000

-
Containers
B Global View
B Dashboard
Alerts
Events Containers
Health
Usage
Container Statistics

administrator (Log out) | Help

Replication Statistics I rep-target

Create | | |
Number of Containers: 3 Container Path: /containers
Files Marker Type Access Protocol Enabled Replication Select
backup 16020 Auto NFS, CIFS Mot Configured
My_container_backup 0 Auto NFS, CIFS Not Configured
0 Auto NFS, CIFS Mot Configured I

Storage
.-Containers
Replication
=
Clients
Schedules
System Configuration
Support

Copyright @ 2011 - 2015 Dell Inc. All rights reserved.

2. Onthe source DR Series system, in the left navigation area, go to Storage > Replication, and then
click the Create link at the top of the page.

ML DR4100-VM

edwinz-sw-01.ocarina.local

B Global View

B - Dashboard
Alerts
=
Health

Replication

Local Container Name

Enis

Schedules
System Configuration
Support

Copyright ® 2011 - 2013 Dell Inc. All rights resenved.
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3. Select a local container as the source container. Then select Container from remote system,
enter the target DR Series system related information, click Retrieve Containers, select a
populated target container from the list, and click Create Replication.

Create Replication

* = required fields
Source container Replica Container Cascaded Replica Container (Optional)
* Salect container from local system Select container from local system Select container from local system
sample v - Selecta Container - v - Select a Container - v
Select container from remote system * Select container from remaote system * Select container from remaote system
Usermname™: ? Username; [administrator ? Usermname™: 7
Password Password’; === Password
Remote System” ? Remate System™; |10.250.232.241 ? Remate System”: ?
Retrieve Remote Container(s) Retrieve Remote Container(s) Retrieve Remaote Container(s)
NIA r rep-target v - N/A - v
|- Selecta Container - [
backup
Source Container = Replica Container Wy_container_backup ca Container
rep-target
Encryption: '® None 128 hit 256 hit sample 128 bit 256 bit
tasti
Bandwidth Speed Rate: : BaTOWIIT SPEel RaE.
* Default (not limited) * Default (not limited)
Kbps Mbps Gbps Kbps Mbps Gbps

Cancel Create Replication

4. Verify that the replication is created successfully, and make sure the Status checkbox is marked for
the replication session.

DR2000v administrator (Log out) | Help

DCLL

Dashboard

Create | | | | |
Alerts

Replication

Events
Usage | Message
Container Statistics . S fully added replication for container 'sample’ - 'rep-target’.

Replication Statistics

Storage

Containers
-Replication

v
u + NOTE: Replication connection{s) are being established. Information updates may be briefly delayed until the
connection is completed.

Number of Replications: 1

Encryption

Clients

Schedules

System Configuration
Support

Source Container Status

sekhar-e5-dr-02
sample

Status Replica Container

load-test

rep-target

Cascaded Replica Container Select
Mot Configured

* Local container(s) in bold

Copyright ® 2011 - 2015 Dell Inc. All rights reserved.

NOTE:

Make sure the replication session has Peer Status as Online. If restore from replication target is needed,
Make sure the replication is in INSYNC state from Replication Statistics menu, and Stop or Delete the
replication.

Make sure the replication target has CIFS/NFS connection(s) enabled when restoring from it.
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4.2 Restoring data from the target DR Series system

Note: Before restoring from the target DR Series system, make sure that the replication session state is
INSYNC on the DR Series system GUI Replication Statistics menu. Stop or Delete the replication session,
and make sure that the target DR Series system container has the CIFS/NFS connection(s) enabled.

1. Add the target DR Series system container to the Veeam repository. For instructions, see the

section, Setting up Veeam.

2. Update all backup jobs that use the source DR Series system container as a repository and change
them to use the target DR Series system container as the backup repository.

3. Under Backup & Replication, click Restore to create a restore job. Select the appropriate Restore

from backup option.

S 40 ZEE

[
Béckup

Backup Replication = Backup VM

Job Job

Primary Jobs

Copy Copy Cop

Auxiliary Jobs

Restore Import

Restore

Yeeam Backup & Replication

Backup & Replication

| Type in an object namke to search for

[z Last 24 hours

[% Backup & Replication
¥irtual Machines

Dj Files

uj_l Backup Infrastructure

(_a: SAN Infrastructure

(=8

(ré, Restare from backup

O Instant VM recovery

O WM hard disks
O WM files [VMDE., Vhix)
O Guest files [windows)
() Guest files [other 05)

) Application items

A {:C:!} Jobz || Job Mame Session Type Skatus Start kime E
i Backwp Restore Wizard -

A @ Backups
g Disk. Restore Options
él Imported what would you like to do?

'g Fiestore from replica

() Failover to replica

() Failback ta praduction

O Guest files Pwindows)
O Guest files [other 05)

() Application items

< Back G_ Mest > J)| Cancel
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4. Click Add VM and select From backup. Select the VM to be restored and click Add.

Full VM Restore Wizard x
¥irtual Machines
& Select virtual machines to be restored. You can add individual virtual machines from backup files, or containers fram live
envirohment [containers will be automatically expanded into plain Wb lizt].
_ Wirtual machines ta restore:;
|0 fiwe in s 1t name forinstant ivoup ‘
Fiestore Mode
. | MHame Size  Restore point t Add Wi Ab
Baz0n — I
Summary I
Select virtual machine:
Job name Lazt backup time Wi count Fiestore paints
I &2 Backup to MFS small Wi 120272021228 1
I & BackupJob 11 121020131051, 1
T 12H0/20131:259:4.. 1
£ Backup 2T again 12827/20031237.. 1
&2 Backup 2Tnfs 12/24/2012 1042, 1
I &2 Backup mounted CIFS 12/2720123 8171 1
I &% Backup to cifs 124272013 2865, 1
12/29/2013 8:07:56 PM
E. -
Service Name Sta |@v |T_,pre In an object name to search for p‘
—
SQLBrowser Ru Add . Cancel
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Replication menu.

After the restore job has been created, you can run the job and monitor it from the Backup &

Veeam Backup & Replication

- ol x
@
[T

Backup Replication | Backup VM File  Restore Import
Job Job Copy Copy Copy Backup
Primary Jobs | Auxiary Jobs Restore |

Backup & Replication O Tipe in an object name to search for x

a ik Jobs Job Name: Session Type Status Start time Endtime
435 Backup L2 karenk-winzz-01 Restare¥m 0% completed
a [fp Backups

‘ % Backup & Replication

[f5a] virtual Machines
3] Files
() Backup Infrastructure

(51 SaN Infrastructure

[%} History

12/29/2013 8:22 PM

nK-Win32-01

Stas:  In progress

Restorel/m

Start time:  12/28/2013 8:22:06 P

TESTADNadministrator

Statistics | Fieason | Parameters | Log
Message Duration
G Staning restore job

&% Locking required backup files

31

Setting Up the Dell" DR Series System on Veeam | April 2015



32

Setting up the DR Series system cleaner

Performing scheduled disk space reclamation operations are recommended as a method for recovering
disk space from system containers in which files were deleted as a result of deduplication.

The cleaner runs during idle time. If your workflow does not have a sufficient amount of idle time on a
daily basis, then you should consider scheduling the cleaner to force it to run during a scheduled time.

If necessary, you can perform the procedure shown in the following screenshot to force the cleaner to
run. After all of the backup jobs are set up, the DR Series system cleaner can be scheduled. The DR Series
system cleaner should run at least three hours per day when backups are not taking place, and generally
after a backup job has completed.

Dell recommends scheduling the cleaner at a separate time from backup and replication jobs.

DR4000
DR4000-DKCV6S1

Help | Logout

B Dashboard
Alerts

Cleaner Schedule Schedule Cleaner

System time zone; US/Central, Mon Jan 23 15:18:49 2012

Container Day Start Time Stop Time
:Replication Sun - -
Man - -
Tue - -
Wed - -
Thu - -

Fri - -

Sat - -

siem Configuration
Metworking Note: When no schedule is set, the cleaner will run as needed

Date & Time
B Support
Dia i
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6 Monitoring deduplication, compression, and performance

After backup jobs have run, the DR Series system tracks capacity, storage savings, and throughput on the
DR Series system dashboard. This information is valuable in understanding the benefits of the DR Series
system.

Note: Deduplication ratios increase over time. It is not uncommon to see a 2-4x reduction (25-50% total
savings) on the initial backup. As additional full backup jobs are completed, the ratios will increase.
Backup jobs with a 12-week retention will average a 15x ratio, in most cases.

DR4000

Help | Log out

DR4000-DKCV6S1
Monitor Dedupe,
Compression &
Performance

Dashboard

u System State: optimal

4 HW state: optimal umber of Events:

(]
(1

Capacity Storage Savings Throughput

Zoom: Zoom: th 1d 5 1m Iy 3

Physical v

B~ System Configuration

00 11:10 00 11:10 11:20 11:30 11:40
Time: {minut Time {minutes)
Used (48.0 GB) M De-duplication M Read
W Free (776 TB) M Compression Write

System Information

System Name: ... . DR4000-DKCVES1 Total Savings

Software Version:

- 0.98.0.33670 Number of Files across all Containers:
- Mon Jan 23 11:42:40 2012 Mumber of Containgrs: ...

- Pending Number of Containers Replicated:
Capacity Before Optimization: .....

Current Date/Tim

Cleaner Status: ..
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